
Experimental Results for Human Following Robot System 

Figure 5: Amount of parameters, γ and 

λ, of human tracking 

Figure 7: Amount of the steering 

angle value 

Problem Setting 

Adding the velocity control in this human tracking system improved the turning performing of the robot. Especially, the 

reduction of velocity can protect the robot from failure tracking the human during the curvature turning. The robot 

followed the target human well, even if the velocity of human, moving on a straightforward, accelerated. On the other 

hand, the robot failed to track the human when the human body turned in a corner suddenly. It is attributed to the fact that 

the OpenCV DNN API utilized in this research can detect the human at least 0.75 [m] away from the 3D camera mounted on 

the mobile robot. 
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This research built a human following robot system based on a deep neural network algorithm in 

which a fuzzy controller controls the robot velocity and keeps the target person in the centre position 

of robot’s view. Firstly, the system utilized the deep neural network algorithm to detect a target 

person in the video sequence captured from a real sense D435 depth camera mounted on the mobile 

robot. Then, the system calculated the centre position of the target human and acquires the depth 

value of target human. Finally, these data are used as the inputs of a fuzzy controller to control the 

velocity and steering of the robot during tracking. Especially, the velocity of the robot which is 

normally limited as a constant in most existing human following robot systems is controlled by a 

fuzzy controller in this research. 
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Generation of Target Line in an Image 

Figure 3: Experimental 
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Figure 4: Experimental Environment 

         = the slope and intercept of the desired target line, v   = 

the velocity of the robot,  ϕ  = the steering angle of the robot,  

x, y, θ = the position and orientation of the robot 
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Human Detection Using a Deep Neural Network 

Figure 1: Detected human (a) front view, (b) back view, (c) 

side view 
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Fuzzy Logic Control 


